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Your home bases for the day: ATPESC Track 5
Numerical Algorithms and Software for Extreme-Scale Science

ÅMain ATPESC Agenda

ïhttps://extremecomputingtraining.anl.gov/agenda-2022/#Track-5

ïslides (pdf) and presenter bios

ÅMath Packages Training Site

ïsession abstracts, links to parallel breakout rooms, hands-on lessons, more

ïhttps://xsdk-project.github.io/MathPackagesTraining2022/agenda/

https://extremecomputingtraining.anl.gov/agenda-2022/#Track-5
https://xsdk-project.github.io/MathPackagesTraining2022/agenda/
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https://xsdk-project.github.io/MathPackagesTraining2022/

ÅSetup instructions

ÅTodayôs agenda

ÅVIP talks

ÅGetting help

ÅSession Selection Survey

ÅPanel question submission

ÅSME speed dating selections

https://xsdk-project.github.io/MathPackagesTraining2022/
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Agenda https://extremecomputingtraining.anl.gov/agenda-2022/#Track-5

Time Room? Room?

8:30  ï9:30 Introduction to Numerical Software ïUlrike Yang

9:30  ï10:45 Structured Discretization (AMReX) ï

Ann Almgren, Erik Palmer

Unstructured Discretization (MFEM/PUMI) ï

Aaron Fisher, Mark Shephard, Cameron Smith

10:45 ï11:15 Break, Subject Matter Expert (SME) Selections, Panel Questions

11:15 ï12:30 Iterative Solvers & Algebraic Multigrid  (Trilinos/ 

Belos/MueLU) ïChristian Glusa, Graham Harper

Direct Solvers (SuperLU, STRUMPACK) ï

Sherry Li, Pieter Ghysels

12:30 ï1:30 Lunch, SME Selections, Panel Questions

1:30  ï2:45 Nonlinear Solvers (PETSc) ï

Richard Mills

Time Integration (SUNDIALS) ï

Dan Reynolds, David Gardener

2:45  ï3:15 Break, SME Selections, Panel Questions Due

3:15  ï4:30 Optimization (TAO) ï

Todd Munson, Richard Mills

Iterative Solvers & Algebraic Multigrid (hypre) ï

Sarah Osborn, Ulrike Yang

4:30  ï5:30 Wrap-up / Panel: Extreme-Scale Numerical Algorithms and Software

5:30  ï6:30 Unstructured Time: SME Selections Due, Informal Discussion, Continue Hands-on

6:30  ï7:30 Dinner

7:30  ï9:30 Optional Activity: SME Speed-dating

https://extremecomputingtraining.anl.gov/agenda-2022/#Track-5
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Choose which lecture you want to attend!

ÅAccess: https://forms.gle/axrawtNsTgbjDTJP8

https://xsdk-project.github.io/MathPackagesTraining2022/

https://forms.gle/axrawtNsTgbjDTJP8
https://xsdk-project.github.io/MathPackagesTraining2022/
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Block-structured adaptive mesh refinement framework. Scalable support 

for hierarchical mesh and particle data, with embedded boundaries.

Examples of AMReX applications

https://www.github.com/AMReX-Codes/amrex

Capabilities
τ Support for PDEs on a hierarchical adaptive mesh with particles and embedded 

boundary representations of complex geometry

τ Support for multiple modes of time integration

τ Support for explicit and implicit single-level and multilevel mesh operations, multilevel 
synchronization, particle, particle-mesh and particle-particle operations

τ Hierarchical parallelism ï

Åhybrid MPI + OpenMP with logical tiling on multicore architectures

Åhybrid MPI + GPU support for hybrid CPU/GPU systems (NVIDIA CUDA, AMD HIP, Intel 
SYCL)

τ Native multilevel geometric multigrid solvers for cell-centered and nodal data

τ Highly efficient parallel I/O for checkpoint/restart and for visualization ïnative format 
supported by Visit, Paraview, yt

Open source software
τ Used for diverse apps, including accelerator modeling, astrophysics, combustion, 

cosmology, multiphase flow, phase field modeling, atmospheric modeling and more

τ Source code and development hosted on github with rigorous testing framework

τ Extensive documentation, examples and tutorials 

https://www.github.com/AMReX-Codes/amrex
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MFEM Free, lightweight, scalable C++ library for finite element methods. Supports 

arbitrary high order discretizations and meshes for wide variety of applications.

http://mfem.org

Lawrence Livermore National Laboratory

Á Flexible discretizations on unstructured grids

τ Triangular, quadrilateral, tetrahedral and hexahedral meshes.

τ Local conforming and non-conforming refinement.

τ Bilinear/linear forms for variety of methods: Galerkin, DG, DPG, é

Á High-order and scalable

τ Arbitrary-order H1, H(curl), H(div)- and L2 elements. Arbitrary order curvilinear meshes.

τ MPI scalable to millions of cores and includes initial GPU implementation.  Enables 

application development on wide variety of platforms: from laptops to exascale machines.

Á Built-in solvers and visualization

τ Integrated with: HYPRE, SUNDIALS, PETSc, SUPERLU, é

τ Accurate and flexible visualization with VisItand GLVis

ÁOpen source software

τ LGPL-2.1 with thousands of downloads/year worldwide.

τ Available on GitHub, also via OpenHPC, Spack.  Part of ECPôs CEED co-design center.

http://mfem.org/
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Parallel Unstructured
Mesh Infrastructure

Parallel management and adaptation of unstructured meshes.  

Interoperable components to support the 

development of unstructured mesh simulation workflows

Source Code: github.com/SCOREC/core
User Guide: scorec.rpi.edu/pumi/PUMI.pdf

Paper: scorec.rpi.edu/REPORTS/2014-9.pdf

ÁIn-memory integrations 

developed 
τ MFEM: High order FE framework

τ PetraM: Adaptive RF fusion

τ PHASTA: FE for turbulent flows 

τ FUN3D: FV CFD

τ Proteus: Multiphase FE

τ ACE3P: High order FE for EM

τ M3D-C1: FE based MHD

τ Nektar++: High order FE for flow

τ Albany/Trilinos: Multi-physics FE

ÁCore functionality
τ Distributed, conformant mesh with 

entity migration, remote read only 

copies, fields and their operations

τ Link to the geometry and attributes

τ Mesh adaptation (straight and curved), 

mesh motion

τ Multi-criteria partition improvement

τ Distributed mesh support for Particle In 

Cell methods

ÁDesigned for integration into 

existing codes
τ xSDKpackage; installs with Slack

τ Permissive license enables integration 

with open and closed-source codes

Mesh adaptation for 

evolving features

Anisotropic adaptation 

for curved meshes

RF antenna and 

plasma surface 

in vessel.

Applications with billions of elements: flip-chip 

(L), flow control (R) 
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PUMIPic Parallel Unstructured

Mesh Infrastructure for Particle-in-Cell

Parallel management of unstructured meshes with particles. 

Framework for GPU accelerated particle-in-cell applications using 

unstructured meshes.

Source Code: github.com/SCOREC/pumi-pic 
Paper: scorec.rpi.edu/REPORTS/2020-2.pdf

ÁApplications Supported
τ GITRm: impurity transport

τ XGCm: core+edgefusion

plasma physics

τ Weak scaling on up to 24,000 

GPUs of Summit with 1.15 trillion 

particles running push, particle-to-

mesh, and mesh-to-particle 

operations with an XGCm

tokamak mesh and domain 

decomposition

ÁCore functionality
τ Unstructured mesh-based approach
Å Particles accessed through mesh
Å Particle search through mesh adjacencies
Å Effective coupling to PDE solvers
Å Partitioning using bounding flux surfaces, 

graph, or geometric methods
Å PICpart: owned elements (defined by 

partition) + copied elements from 
topologically or spatially neighboring 
processes

Å Stored on GPU using Omega_hlibrary:
github.com/SNLComputation/omega_h

τ Particles
Å Supports multiple species each with distinct 
combinations of óPlain Old Dataô per particle

Å Group particles by the mesh element that 
they are spatially located within

Å Multiple choices for particle storage using 
abstraction layer: Sell-C-Sigma [Kreutzer 
2014], COPA Cabana, and CSR.

τ Parallel kernel launch function abstracts 
underlying particle and mesh storage

Stages of a PIC application supported by PUMIPic

(Left) Two PICparts defined as sets of 

flux faces in XGCm mesh. (Center) The 

blue face is the ócoreô and the yellow 

faces are its óbuffersô. (Right) 3D GITRm

mesh for impurity transport simulation.


